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in computer vision

• Toy Model: Recurrent Models of Visual Attention (NIPS2014)

• Image Caption: Show, Attend and Tell: Neural Image Caption
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• Action Recognition: Action Recognition using Visual Attention (ICLR 
2016)

• A Structure: Spatial Transformer Networks (NIPS2015)
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What is attention



What is attention

• In psychology, limited by the processing 
bottlenecks, humans tend to selectively
concentrate on a part of the information, and at 
the same time ignore other perceivable 
information. The above mechanism is usually 
called attention [3].







Different kinds of attention models
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Different kinds of attention models

Item-wise Location-wise

Hard Item-wise Hard Attention Location-wise Hard 
Attention

Soft Item-wise Soft Attention Location-wise Soft 
Attention



Item-wise vs Location-wise

• Item-wise:
• A sequence of items

• Location-wise:
• A feature map/picture/image/frame

• Spatial connection / Shuffle immutable



Hard vs Soft

•Hard:
• Discretely sampling
• Non-differential
• Learning by Reinforcement learning

• Soft:
• Linear combination/Masking/Weights
• Differential



Item-wise Soft Attention



Item-wise Hard Attention



Location-wise Soft Attention



Location-wise Hard Attention



(Another) Location-wise Soft Attention 

• Spatial Transformer Networks (NIPS2015)



+1

-1

-1

+1

Read this way

+1

-1

-1

+1-1







Applications



Glimpses



Caption



Video (Sequential data)



Pros and cons



•Pros:
• Learn selectively rather than equally
•Not limited to computer vision
•Understandable 

•Cons:
•Hard to train hard attention (RL)
•Hard to learn                               and classifier 

simultaneously



Q & A



Thanks!


